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Stationary Matrices

Eventually, a Markov Chain might reach a point where the state matrix no longer changes when multiplied by the transition probability matrix. This is known as a steady state.

Regular Markov Chains

Not all Markov Chains reach a steady state. The ones that do are called regular Markov Chains.

The primary property that identifies a regular Markov Chain is if there is some power of P (the transition probability matrix) in which none of entries are zero.

We can easily find the stationary matrix of a regular Markov chain by solving the equation:
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Let’s take the transition probability matrix from the previous section:

	1. 
	Let:
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	2. 
	The equation becomes:
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	3. 
	Simplify the left side:
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	4. 
	This is equivalent to the system:
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	5. 
	With the additional constraint:
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	6. 
	Solve one of the equations in Step 4 for s1:
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	7. 
	Substitute the result into the equation in Step 5 and solve for s2:
	
[image: image9.wmf]1

3

2

2

=

+

s

s



[image: image10.wmf]1

4

2

=

s



[image: image11.wmf]25

.

0

2

=

s



	8. 
	Solving for s1 and s2:
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