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The functions introduced in the previous section are useful for making predictions:
· If I increase the price, how much profit can I expect?

· If I decrease the price, how many more units can I expect to sell?

However, these functions have to be derived from data. The problem is that real data does not follow a straight line. So, we need a way to figure out the best straight line that fits the data. This line is called the line of best fit, and we find it using the least squares method.

The idea behind the least squares method is to find the line such that the average of the squares of the distances from that line is as small as possible.

The general form of the least squares line is:
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 satisfy the following equations:
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The capital Greek letter 
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 (sigma) means sum. So, 
[image: image7.wmf]å

2

x

means the sum of 
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The easiest way to get these values is to fill out a table:

	n
	x
	y
	xy
	x2
	y2

	1
	
	
	
	
	

	2
	
	
	
	
	

	3
	
	
	
	
	

	…
	
	
	
	
	

	N
	
	
	
	
	

	TOTALS
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Populate the “x” and “y” columns with the data pairs.

Calculate the values for each of the cells in the last three columns.

The “TOTALS” line is obtained by adding each column of numbers.
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