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Introduction

In this section, we introduce the idea of large and small samples. This is critical to understand, as we use different formulas depending on how we classify the sample size.

Large Samples
With a large enough sample (
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The margin of error formula is 
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Small Samples

With a small sample (
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) we use a different table: the Student t-Distribution (Table A-3).
This distribution introduces something called degrees of freedom. This is an adjustment for the shape of the normal distribution when the sample size is small. Degrees of freedom are calculated by:
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To find the t-Score using Table A-3:
1. Calculate the degrees of freedom and locate the row.

2. Since we are doing confidence intervals, we are doing a two-tailed test. Locate the column for 
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3. The t-Score is the value at the intersection of the row and column.

The margin of error formula is 
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Confidence Interval
The confidence interval is given by: 
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